**Numerical Verification**

Verification and validation (V&V) are the most important steps to assess the accuracy and reliability of numerical simulations.
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In simple words in verification correctness of the solution technique used is evaluated and validation is evaluating whether the model is proper representative of the processes involved in the problem. Lax Equivalence Theorem which indicates that for a solver to be stable and consistent it is required to pass the convergence test, is used to assess the consistency and stability of a numerical schemes based on their convergence. As a result, the mesh convergence study became a recognized as the standard verification method of CFD codes. The ratio of consecutive error norms is a perfect vehicle to catch any coding error/algorithm problem. The points need to be considered in any mesh-convergence study include:

* For the FDM and FVM descritzations developed under the assumption of smooth function the discontinuities and jagged initial or boundary conditions can locally or globally decrease the convergence rate. Linfinity[[1]](#footnote-1)should be included as an ultimate diagnostic tool for local errors and worst case scenario. L2 is more forgiving norm compare to the first error norm “L1”. We recommend L1 as an appropriate global metric of error.[[2]](#footnote-2)
* Convergence ratio in a very coarse grid oscillates around its main value, as the grid size is refined convergence becomes monotone until the mesh size reaches to where the machine precision overtakes the truncation error of the numerical scheme, at this point error norms do not change and convergence rate is zero.
* Although the convergence is a reliable warning of a defect, it should not be forgotten that the main goal in practice is a more accurate solver. Therefore the superiority of methods should be assessed both based on convergence and accuracy. Accuracy metrics are error norms as is discussed above however for evaluating the accuracy they should be normalized by an appropriate scale of the solution.
* DISCUSSION ON THE COMPARISION WITH ANALYTICAL SOLUTION, RICHARDSON EXTRAPOLATION, MMS, (MAYBE PSF) here
* All of the convergence tests such as MMS, Richardson Extrapolation, could be run by a same driver.

1. ![](data:image/x-wmf;base64,183GmgAAAAAAAOALgAIBCQAAAABwVwEACQAAA+IBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCwAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaALYDBQAAABMCJgK2AwUAAAAUAloAgAMFAAAAEwImAoADBQAAABQCWgDnBAUAAAATAiYC5wQFAAAAFAJaALEEBQAAABMCJgKxBAUAAAAUAloAHAoFAAAAEwImAhwKBQAAABQCWgB3CwUAAAATAiYCdwscAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AdPEsAIlAg30gAIZ95A1mqwQAAAAtAQEACAAAADIKAALqCgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgB08SwAiUCDfSAAhn3kDWarBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABPAoBAAAAdnkIAAAAMgqgAdADAQAAAHZ5CAAAADIKoAFGAAEAAABMeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgB08SwAiUCDfSAAhn3kDWarBAAAAC0BAQAEAAAA8AECAAkAAAAyCqABRAcDAAAAbWF4ZRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAzAkKByAAhn108SwAiUCDfSAAhn3kDWarBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABFgYBAAAAPWEIAAAAMgqgAUQCAQAAAD1hHAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAzDQpAIACGfXTxLACJQIN9IACGfeQNZqsEAAAALQEBAAQAAADwAQIACAAAADIKAAJWBQEAAAClYQgAAAAyCgACFgEBAAAApWEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAJCgggAIZ9dPEsAIlAg30gAIZ95A1mqwQAAAAtAQIABAAAAPABAQAIAAAAMgqqAO8DAQAAAHJhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Aq+QNZqsAAAoAIQCKAQAAAAABAAAAkPMsAAQAAAAtAQEABAAAAPABAgADAAAAAAA=),![](data:image/x-wmf;base64,183GmgAAAAAAAAAPgAUACQAAAACRVAEACQAAAzUCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAUADxIAAAAmBg8AGgD/////AAAQAAAAwP///6T////ADgAAJAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKEAD8FBQAAABMCUAI/BQUAAAAUAoQACQUFAAAAEwJQAgkFBQAAABQChABwBgUAAAATAlACcAYFAAAAFAKEADoGBQAAABMCUAI6BgUAAAAUAqADHQMFAAAAEwKgA2oHBQAAABQCsQAxDQUAAAATAn0CMQ0FAAAAFAKxAIwOBQAAABMCfQKMDgUAAAAUAqADBgkFAAAAEwKgA7oOHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d3IQZsYEAAAALQEBAAgAAAAyCisFhAsBAAAAbnkIAAAAMgr3AVENAQAAAHZ5CAAAADIKKwXnBAEAAABueQgAAAAyCsoBWQUBAAAAdnkIAAAAMgoABEYAAQAAAEx5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d3IQZsYEAAAALQECAAQAAADwAQEACAAAADIKBwG7CgEAAABueQgAAAAyCpgC5AoBAAAAankIAAAAMgpmAwQMAQAAAGl5CAAAADIKVwL/DQEAAABpeQgAAAAyCjkD8gMBAAAAankcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAADMTCsqg8RIAQK3zd0mt83cgQPV3chBmxgQAAAAtAQEABAAAAPABAgAIAAAAMgpQAh0JAQAAAOV5CAAAADIKUAJcCwEAAADleQgAAAAyCiMCNAMBAAAA5XkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAGkICrSg8RIAQK3zd0mt83cgQPV3chBmxgQAAAAtAQIABAAAAPABAQAIAAAAMgoABNIHAQAAAD15CAAAADIKAATpAQEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XdyEGbGBAAAAC0BAQAEAAAA8AECAAgAAAAyCioCygYBAAAAMXkIAAAAMgpgBAEBAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEACAq1oPESAECt83dJrfN3IED1d3IQZsYEAAAALQECAAQAAADwAQEACAAAADIK1AB4BQEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAMZyEGbGAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAACAN4AYACQAAAADRVQEACQAAAwkCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AYgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6X////gDAAAhQYAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALsAWkIBQAAABMCuANpCAUAAAAUAuwBzgkFAAAAEwK4A84JCAAAAPoCAAAIAAAAAAAAAAQAAAAtAQEABQAAABQCWwB8DAUAAAATArEBiAsEAAAALQEAAAUAAAAUAgAFegMFAAAAEwIABdAMHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHTxLACJQIN9IACGfXAZZgoEAAAALQECAAgAAAAyCowGyAcBAAAAbnkIAAAAMgoyA4sIAQAAAHZ5CAAAADIKYAVGAAEAAABMeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgB08SwAiUCDfSAAhn1wGWYKBAAAAC0BAwAEAAAA8AECAAgAAAAyCkICMgUBAAAAbnkIAAAAMgrTA1sFAQAAAGp5CAAAADIKoQQ1BwEAAABpeQgAAAAyCpIDPQkBAAAAaXkcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAPEICmkgAIZ9dPEsAIlAg30gAIZ9cBlmCgQAAAAtAQIABAAAAPABAwAIAAAAMgqLA5EDAQAAAOV5CAAAADIKiwONBgEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAeBUKxiAAhn108SwAiUCDfSAAhn1wGWYKBAAAAC0BAwAEAAAA8AECAAgAAAAyCjgD0AoBAAAA93kIAAAAMgqmBNAKAQAAAPh5CAAAADIKQgLQCgEAAAD2eQgAAAAyCjgD0AUBAAAA53kIAAAAMgqmBNAFAQAAAOh5CAAAADIKQgLQBQEAAADmeQgAAAAyCmAFJAIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AdPEsAIlAg30gAIZ9cBlmCgQAAAAtAQIABAAAAPABAwAIAAAAMgqxARQMAQAAADJ5CAAAADIKBgGZCwEAAAAxeQgAAAAyCkoCCwoBAAAAMnkIAAAAMgrABR0BAQAAADJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ACnAZZgoAAAoAIQCKAQAAAAADAAAAkPMsAAQAAAAtAQMABAAAAPABAgADAAAAAAA=), where *v*= U num - U exact [↑](#footnote-ref-1)
2. It is proven that kL∞ ≤ L2 ≤ L1 ≤ L∞ where k is a constant and 0<k<1, here norms are assumed to be scaled. [↑](#footnote-ref-2)